
 

Abstract 

With today’s trend toward ever growing amounts of data, deep learning approaches are 

increasingly deployed with impressive success, notably in image recognition and time series 

classification applications. State of the art performance of deep neural networks (DNNs) and 

related variants is often highly dependent upon the availability of a relatively large and 

diverse labeled training data set; several well-known deep convolutional neural networks 

(CNNs) were trained with over a million images for example, in large scale image recognition. 

For machine learning models which may not be considered ``deep" neural networks, a 

relatively large training set remains a key factor in how well these models perform when 

trained “from scratch". Yet, in numerous important applications, very large labeled training 

data sets simply may not be available. Examples include certain medical applications, and 

specialized remote imaging in intelligence and military applications. Applying conventional 

or deep machine learning models, or adapting deep learning models in these cases, can 

involve particular challenges given the model complexity and tendency for overfitting often 

encountered with smaller data sets. Further, certain techniques to mitigate overfitting issues 

such as data augmentation can involve additional challenges due to the nature of the data: 

suitable augmentation may not involve just simple geometric transformations, and it may be 

difficult to represent the data distribution. On the other hand, utilizing transfer learning first 

requires the existence of a potentially suitable pre-trained deep learning model which can be 

adapted, and second, that the original large training data set for that pre-trained model is 

sufficiently similar to the data in the smaller set of interest. In data sets of the type we 

consider here, lack of a suitable model pre-trained using a large similar training data set is a 

definite possibility. Apart from overfitting aspects, identifying an optimal structure for the 

model is also a very significant consideration with smaller data sets; overall, a great deal of 

model customization and trial-and-error may be necessary where small data sets are 
concerned. 

 

The focus then is specifically on data sets which fall under the scenario just outlined, and the 

primary objective is finding an effective solution for classification which avoids many of the 

issues involved with a highly complex model. An example in synthetic aperture radar (SAR) 

automatic target recognition (ATR) is the “moving and stationary target acquisition and 

recognition" imaging set approved for public release by AFRL for research purposes. This 

radar imaging collection has relatively small training set, ranging from approximately 200 to 

300 examples of a given target or variant under various conditions. Further, characteristics 

of radar imaging such as random scattering and reflection, speckle, and influence of 

background complicate automatic target recognition. Deep learning models from the 

literature devised for this application, or often adapted from conventional optical image 

recognition, produce high ATR accuracy, but are very complex, highly customized, generally 

require extensive provisions to mitigate overfitting, and some may fail to fully address 

background influence which, for this imaging set, can produce results which are overly 

optimistic. In this dissertation, a tensor-based approach is utilized to address the SAR ATR 

problem as an alternative with far fewer parameters, lower complexity, little customization, 



and taking into account the imaging background influence; further, this approach can 

naturally exploit multiple image views in this application to enhance ATR performance. We 

examine versions of the tensor Tucker decomposition, utilizing truncated HOSVD, 

sequentially truncated HOSVD, and higher order orthogonal iteration for single image view 

and multiple image view approaches.  We show that tensor-based methods can offer a very 

attractive alternative to complex machine learning models for this SAR imaging application, 

highlighting a class of methods which may warrant consideration in other applications 

involving limited training data, where high complexity machine learning models may be 
difficult to adapt. 


